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Abstract. Recent research in the theory of computing has led to the following intriguing result. “There exists a probabilistic verifier for proofs of mathematical assertions that looks at a proof in only a constant number of bit positions and satisfies the following properties: (Completeness) For every valid theorem there exists a proof that is always accepted. (Soundness) For invalid assertions every purported proof is rejected with some positive probability that is independent of the length of the theorem or proof.” This result sheds insight into the fundamental complexity class NP and shows that it is equivalent to a seemingly smaller class of languages with efficient probabilistically checkable proofs. This result is especially significant to combinatorial optimization. For many combinatorial optimization problems it demonstrates that the task of finding even nearly-optimal solutions is computationally intractable. In this article we describe some methods used to construct such verifiers.

1 Introduction

The notion of efficient verification of proofs has been a central theme in the theory of computing. The computational view of this notion abstracts the semantics of the proof system into a verification procedure or verifier, i.e., a polynomial time computable Boolean function described by a Turing machine. A purported theorem $T$ and proof $\pi$ are then just a sequence of bits; $\pi$ proves $T$ if the verifier accepts the pair $(T, \pi)$. The purported theorem $T$ is true if such a proof $\pi$ exists. The class NP [15, 32] represents the class of all theorems with “short” proofs; and allows for very simple combinatorial descriptions of theorems and proofs. As an example, we describe the problem 3-SAT.

A 3cnf formula $\phi$ is described by $N$ “clauses” $C_1, \ldots, C_N$ on $n$ Boolean variables $x_1, \ldots, x_n$. A clause consists of up to 3 literals (i.e., a variable or its negation) and the clause is satisfied by some Boolean assignment to the variables if at least one literal is assigned a true value. The formula $\phi$ is said to be satisfiable, if there exists an assignment to the $n$ variables which simultaneously satisfies all clauses. 3-SAT is the language of all satisfiable 3cnf formulae.
The NP-completeness of 3-SAT may be interpreted as follows: For any system of logic, there exists a polynomial time computable function \( f \) such given an assertion \( T \) in this system of logic and an integer \( n \), \( f(T, 1^n) \) computes a 3cnf formula that is satisfiable if and only if \( T \) has a proof of length at most \( n \). Thus, under the equivalence class of polynomial time computation, the satisfying assignment to \( f(T, 1^n) \) is a proof for the theorem \( T \), and the statement \( f(T, 1^n) \in \text{3-SAT} \) is itself the theorem. While this method of describing theorems and proofs is equivalent to any other system of logic it has some conceptual simplicity. One formal effect that captures this simplicity is that an incorrect proof has a very local error: Such an incorrect proof is an assignment that fails to satisfy at least one clause. Hence the three bits corresponding to the assignment to the variables participating in this clause point give the explicit error in the proof. In other words, every incorrect proof has a witness of the error that is at most 3 bits long. This example demonstrates some of the power of the computational view of proofs.

Over the course of the last decade a number of new computational notions of proofs have been proposed and analyzed. The common theme in these definitions is a probabilistic verifier who is allowed some small probability of making an error. One of these notions, known as a probabilistically checkable proof (PCP), is motivated by the following informally stated question: “How fast can the verifier be compared to the size of the proof?” It is easy to establish that a deterministic verifier must at the very least “look” at the whole proof. This however need not be true for probabilistic ones. The notion of “looking at a bit of the proof”, can be formalized by providing the verifier with oracle access to the proof, i.e., the verifier can specify the address of a location of the proof and gets back the bit written in that location and this entire process takes only as much time as required to write the address. The number of bits of the proof that are “looked” at is now the number of oracle queries. To contrast such a verifier with the traditional verifier, one also quantifies the amount of randomness used by such a verifier. Thus we define \( (r(\cdot), q(\cdot)) \)-restricted PCP verifier to be a probabilistic verifier with random access to a proof oracle, such that on input \( x \) of length \( n \), the verifier tosses at most \( r(n) \) coins and accesses the oracle at most \( q(n) \) times, where the locations accessed are a function of the random coins. A language \( L \) is said to be in class PCP\( (r, q) \) if there exists an \( (r(\cdot), q(\cdot)) \)-restricted PCP verifier \( V \) satisfying the following: If \( x \in L \) there exists an oracle \( \pi \) such that the verifier \( V \) accepts \( x \) with probability 1 on oracle access to \( \pi \). If \( x \notin L \), for every \( \pi \), \( V \) accepts \( x \) with probability at most \( 1/2 \). Notice that the verifier can make mistakes when \( x \notin L \). (The definition of a PCP as defined above is from [6]. Many components in this definition come from earlier works: The notion of probabilistic verifiers was first proposed in [25, 10], as part of a larger definition. The notion of oracle machine verifiers was proposed in [22]. The parameters of interest, i.e., \( r(\cdot) \) and \( q(\cdot) \), were implicit in [19]. A closely related definition focusing on different parameters, termed transparent proofs, was also studied by [9].)

It is immediate from the definition of PCP that \( \text{NP} = \cup_{c>0} \text{PCP}(0, n^c) \) (the verifier is not randomized, but is allowed unlimited access to the proof). The results of [8, 9, 19] showed that by allowing the verifier small amounts of randomness, the query complexity can be reduced dramatically and in particular
NP ⊆ ∪_{c > 0} \text{PCP}(c \log n \log \log n, c \log n \log \log n). Subsequently [6, 5] showed that it is possible to restrict the verifier even more significantly to just a constant number of queries (independent of the theorem, the proof or the system of axioms). They also reduce randomness to strictly logarithmic in input size. Specifically, they show

**Theorem 1** \( \exists q < \infty \) such that \( \text{NP} = \cup_{c > 0} \text{PCP}(c \log n, q) \).

The consequences to combinatorial optimization may be described informally as follows: The notion of a PCP verifier allows one to formalize the notion of an “approximately” correct proof; and the strong results obtained above show that such a proof exists if and only if a perfectly correct proof exists. Thus the task of finding an approximately correct proof is as hard as the task of finding a perfectly correct proof. The traditional connection between proofs and optimization [15, 29, 32] now indicates that for some optimization problems (unfortunately, not necessarily natural ones) finding near-optimal solutions should be as hard as finding optimal ones. The statement can actually be formalized and made applicable even to natural optimization problems. This connection was discovered by [19] and its applicability was further extended in [5] to apply to a large number of optimization problems considered in [34].

In this article we describe some of the methods used in the construction of probabilistically checkable proofs, from a very high level. In particular, we describe some of the properties that a probabilistically checkable proof must have. We also give a hint of how such properties are effected. The primary hope is to motivate the reader to read more detailed descriptions. The concluding section includes pointers for further reading as well as to more recent work.

## 2 Construction and verification of PCPs

In this section we will describe from a high-level the construction of a probabilistically checkable proof. Using the completeness of 3-SAT we will assume that we restrict our attention to theorems of the form \( \phi \in \text{3-SAT} \), where \( \phi \) is a 3cnf formula. It will be useful to think of \( \phi \) as a function mapping \( \{0, 1\}^n \) to \( \{0, 1\} \), using the association that 0 represents the Boolean false and 1 represents the Boolean true. \( \phi(\vec{a}) = 1 \) if \( \phi \) is satisfied by the assignment \( \vec{a} \in \{0, 1\}^n \). We will switch between 3 possible views of \( \vec{a} \), the proof of the theorem \( \phi \in \text{3-SAT} \). \( \vec{a} \) may be thought of as a string, as a vector (over some appropriate field containing 0 and 1), or as an oracle that on query \( i \) responds with the \( i \)th coordinate of \( \vec{a} \).

Recall that our goal is to describe an alternate proof for \( \phi \in \text{3-SAT} \). More importantly we wish to describe a new probabilistic verifier \( V \) for proofs of satisfiability of 3cnf formulae. The verifier will make “few” queries to the new proof, an oracle \( A \), and then cast a verdict. If \( \phi \not\in \text{3-SAT} \), then no oracle satisfies the verifier with probability 1/2, while if \( \phi \in \text{3-SAT} \), then there exists an oracle \( A \) such that \( V \) always accepts. In the latter case there exists a effective transformation \( T \) which transforms the proof \( \vec{a} \in \{0, 1\}^n \) satisfying \( \phi(\vec{a}) = 1 \) into the the oracle \( A \). It is this transformation that will be our primary focus. For reasons of
space, we will focus on the weaker goal of describing a verifier 𝑉 that makes only

\[ q = q(n) = (\log n)^{O(1)} \]

queries and the transformation \( T \) for such a verifier.

2.1 Motivation

We start by examining some properties such a transformation \( T \) necessarily exhibits. The first interesting property exhibited by \( A = T(a) \) is its redundancy. Let us view \( A \) as a string, and suppose \( \tilde{A} \) is a string obtained by randomly choosing a small fraction of the bits of \( A \) and changing them (from 0 to 1 and vice versa). A PCP verifier making \( q \) queries still accepts with probability the proof \( \tilde{A} \) with high probability, where this probability tends to 1 as the fraction of errors in the proof tend to 0. Furthermore it is possible to determine the acceptance probability of the verifier on string \( \tilde{A} \) in polynomial time. Thus even though \( \tilde{A} \) is far from \( A \), it preserves its “meaning” (i.e., continues to prove the statement \( \psi \in 3\text{-SAT} \)). The easiest conceivable way to achieve such an effect is to insist that \( \tilde{A} \) preserves the original proof. i.e., \( \vec{a} \) itself (despite the fact that 1% of its bits are erroneous).

This leads us to the first property of the transformation \( T(\cdot) \) that we will try to achieve. \( T \) is an error-correcting code, i.e., for any two strings \( a_1 \) and \( a_2 \), \( T(a_1) \) and \( T(a_2) \) differ in a constant fraction of the bits.

In particular this implies that \( T \) is an expansive mapping i.e., maps \( \{0,1\}^n \to \{0,1\}^N \) for \( N > n \) and hence there are many strings in the range that \( T \) does not map to. Given a formula \( \phi \not\in 3\text{-SAT} \) and a string \( \tilde{A} \), the PCP verifier has to reject the offered proof with probability at least \( \epsilon > 0 \) after reading just \( q \) bits in such a proof. Furthermore, when the verifier rejects the proof, it must offer an explicit error in the proof in the three bits it reads. The error described may either claim (1) \( \tilde{A} \) is not describing any string in the image of \( T \); or (2) \( \tilde{A} \) may be the encoding of some string \( \vec{a} \); but \( \phi(\vec{a}) \neq 1 \) for any such string.

To use error of the form (1) above with some string \( A \), it must be that there exist indices \( i_1, \ldots, i_q \in [N] \) such that for any string \( T(\vec{a}) \), the projection to the coordinates \( i_1, \ldots, i_q \) does not agree with the projection of \( A \) to the same coordinates. We say that an error-correcting code \( T \) is \( q \)-locally checkable if for every string \( A \) that is not in the range of \( T \), there exist indices \( i_1, \ldots, i_q \in [N] \) with this property. It will be our goal to come up with an appropriate \( q \)-locally checkable code \( T \), for relatively small \( q \).

Finally, \( T \) will need to have a “semantic” part: i.e., somehow \( T \) must be dependent on \( \phi \), in order for it to exploit the error condition in (2) above. Summarizing, in the next sections we will describe a transformation \( T \) that is an error-correcting code, with good local checkability, that will somehow reveal the truth of the statement \( \phi \in 3\text{-SAT} \).

2.2 The transformation

We start with a simple transformation which leads to some error-correction properties. (Here and later we use \( [n] \) to denote the set \( \{1, \ldots, n\} \).) The simplest method for adding some error-correcting feature to any information string is to encode it using the Reed-Solomon code. Specifically, to encode the information string \( a_1, \ldots, a_n \) we pick a finite field \( F \) of order \( \Omega(n) \) and an injective map \( b : [n] \to F \).
We then pick a polynomial $P_a : F \to F$ of degree at most $n$ such that $P_a(b(i)) = a_i$ for $i \in [n]$ and our first transformation, denoted $T_1$ is given by $T_1(a) = (P_a(z))_{z \in F}$ be the encoding of $a$. Notice that the encoding does not give us a string in $\{0,1\}^N$, but rather an element of $F^{[F]}$ that we view as a string over $F$. Using the elementary property that two distinct degree $n$ polynomials can agree in at most $n$ places, we find that this transformation is very redundant. Specifically $T_1(a_1)$ and $T_1(a_2)$ have a Hamming distance of at least $|F| - n$ when viewed as strings over $F$.

The above transformation has the right error-correcting property, but lacks local checkability. To get this additional property, we use the idea of encoding using multivariate polynomials. Specifically, we pick an integer $m$, and field $F$ (whose size will be determined shortly), a set $H \subset F$, such that $|H|^m \geq n$ and an injective function $b : [n] \to H^m$. To encode a string $a$, we pick an $m$-variate polynomial $P_a : F^m \to F$ of degree $|H|$ in each variable such that $P_a(b(i)) = a_i$ for every $i \in [n]$. (It is easy to prove that such a polynomial $P_a$ always exists.) The total degree of such a polynomial is at most $m|H|$. The encoding of $a$ is then simply the string $T_2(a) = (P_a(z_1, \ldots, z_m))_{z_1, \ldots, z_m \in F}$. Thus $T_2 : \{0,1\}^n \to F^{[F]^m}$ and satisfies the following distance property. For any pair of strings $a_1$ and $a_2$, $T_2(a_1)$ and $T_2(a_2)$ agree in at most $m|H|/|F|$ fraction of all indices, when viewed as strings over $F$. This property follows from a well-known extension of the distance property of polynomials to the multivariate case, which states that a (multivariate) polynomial of total degree $d$ can be zero on at most $d/|F|$ fraction of the domain.

The advantage in using the multivariate polynomials is that they exhibit significantly better local checkability properties. In particular, for every function $Q : F^m \to F$ that is not a polynomial of degree $d$, there exist $d + 2$ points that “prove” this property. We are now ready to describe some useful choices of $m$, $|H|$ and $|F|$. (Incidentally, the choice of the function $b : [n] \to H^m$ does not affect the performance of the transformation $T_2$ in any way.) To get a good locally checkable code one would like to minimize the degree which is at most $m|H|$. However, the choice has to satisfy $|H|^m \geq n$. To ensure that $T_2(a)$ is not too long compared to $a$, one needs to ensure that $|F|^m$ is only polynomially larger $|H|^m$, which implies $|F|$ should be a polynomial in $|H|$. Furthermore, to get a constant distance, $|F|$ better be larger than the total degree (by at least a constant factor). One such choice of parameters is (we omit floors and ceilings in the following choices): $m = \frac{\log n}{\log \log n}$, $|H| = \log n$, and $|F| = (\log n)^2$. This creates a transformation $T_2$ which maps $n$ bits to $n^2$ elements from a field of size $\log^2 n$, with degree and hence $q$-local checkability for $q \leq \log^2 n$.

We now bring in the semantic element to the error correcting code. This will take some development, so we first outline the plan for this stage. In the final construction $T(a) = T_\phi(a)$ will be a sequence of polynomials $f_0 : F^m \to F$ and $f_1, \ldots, f_k : F^{m'} \to F$, described by their value at every input in $F^{m'}$. ($k, m'$ will be specified later.) The value of the polynomial $f_i$ at some point $u \in F^{m'}$ will be determined by a simple formula — or “construction rule” — applied to the value of the polynomial $f_{i-1}$ at some $l$ places $\psi_{i,1}(u), \ldots, \psi_{i,l}(u)$. (Again, $l$ will be determined shortly.) The polynomial $f_0$ will be $T_2(a)$. The rules will be constructed so that $f_k$ is identically zero if and only if $a$ satisfies $\phi$.

To get such a sequence, we start by “arithmeticizing” the notion of a 3-SAT
formula and the notion of satisfiability of a clause. Recall that a variable is specified by an index in \([n]\) and thus a literal can be specified as an element of \([n] \times \{0, 1\}\). A clause is a triple of literals and thus an element of \([n] \times [n] \times \{0, 1\}\). A 3cnf formula \(\phi\) can thus be described by a function \(\phi'\) mapping \([n] \times [n] \times \{0, 1\}\) to \(\{0, 1\}\). \(\phi'(i, j, k, b_1, b_2, b_3) = 1\) if the clause with literals \((i, b_1), (j, b_2)\) and \((k, b_3)\) occurs in \(\phi\). Using the function \(b : [n] \rightarrow H^m\), we can identify a clause with an element of \(H^{3m+3}\). We say that a polynomial \(\hat{\phi} : F^{3m+3} \rightarrow F\) of degree less than \(|H|\) in each variable is the arithmetization of \(\phi\) if \(\hat{\phi'}(i, j, k, b_1, b_2, b_3) = \hat{\phi}(b(i), b(j), b(k), b_1, b_2, b_3)\) for any \(i, j, k \in [n]\) and \(b_1, b_2, b_3 \in \{0, 1\}\). We will fix \(\hat{\phi}(u) = 0\) for all other \(u \in H^{3m+3}\). As claimed earlier, it can be shown that such a polynomial \(\hat{\phi}\) does exist and that it can be computed in polynomial time from \(\phi\).

We now move on to the task of arithmetizing the notion of satisfiability. Given a clause \(C\) on literals \((i, b_1)\), \((j, b_2)\) and \((k, b_3)\), and an assignment \(a_1, \ldots, a_n\) that has been transformed by the transformation \(T_2\) into the polynomial \(f_0 : F^m \rightarrow F\), notice that the formula \((f_0(b(i)) - b_1) \cdot (f_0(b(j)) - b_2) \cdot (f_0(b(k)) - b_3) = 0\) if and only if the clause \(C\) is satisfied. This leads us to the definition of the polynomial \(f_1 : F^{3m+3} \rightarrow F\) to be

\[
 f_1(u, v, w, b_1, b_2, b_3) = \hat{\phi}(u, v, w, b_1, b_2, b_3)(f_0(u) - b_1)(f_0(v) - b_2)(f_0(w) - b_3) \tag{1}
\]

where \(u, v, w \in F^m\) and \(b_1, b_2, b_3 \in F\). By construction it is clear that \(f_1\) is a polynomial on \(m' = 3m+3\) variables having degree at most \(2|H|\) in each variable; and furthermore is identically zero on the domain \(H^{m'}\) if and only if \(\phi\) is satisfied by the assignment \(a\).

This is close in spirit to what we desire. In what follows, we will develop a sequence of polynomials which will move the condition on \(f_1\) being zero on the domain \(H^m\) to the condition that \(f_{m'+1}\) being zero on \(F^{m'}\). This will be achieved inductively: specifically we will define \(f_i : F^m \rightarrow F\) to be such that \(f_{i+1}\) is zero on the domain \(F^i \times H^{m-i}\) if and only if \(f_i\) is zero on the domain \(F^{i-1} \times H^{m-i+1}\). This is achieved by the following rule.

\[
 f_{i+1}(r_1, \ldots, r_i; z_{i+1}, \ldots, z_{m'}) = \sum_{j=1}^{[H]} r_i^j \cdot f_i(r_1, \ldots, r_{i-1}; \zeta_j; z_{i+1}, \ldots, z_{m'}) \tag{2}
\]

where \(\zeta_1, \ldots, \zeta_{[H]}\) is any enumeration of the elements of \(H\). It is easy to argue that the polynomials \(f_{i+1}\) satisfies the desired property by an inductive argument on \(i\). This concludes the transformation \(T\), that we summarize as follows: given \(\phi, a\), we pick a field \(F\), a subset \(H\), an integer \(m\), an injective map \(b : [n] \rightarrow H^m\) and an enumeration \(\zeta_1, \ldots, \zeta_{[H]}\) of the elements of \(H\). We then let \(f_0 = T_2(a)\), \(f_1\) be as defined by (1), \(f_2, \ldots, f_{m'+1}\) be as defined by (2) and let \(T(a) = (f_0, \ldots, f_{m'+1})\).

2.3 The verification

We now describe the verifier for the transformation \(T\). The verifier will be given oracles for functions \(f_0, \ldots, f_{m'+1}\) and needs to verify that (a) The oracles \(f_i, i \in \{0, m'+1\}\) describe polynomials of the correct degree. (b) For every \(i \in [m'+1]\), the
obtained by applying the rule to randomly chosen checks that the appropriate rule (1) or (2) holds for the oracles u point chosen input polynomial polynomial f polynomials are indeed polynomials of the correct degree, (b) and (c) can be verified very easily, being used here.)

total degree q queriesject of active investigation recently. Specifically a low-degree test probabilistically (a). A test for this condition is termed a “low-degree test” and has been a sub-

probability 1 − in all but at most δm with the test.

F of the space Q [37, 6, 5, 36, 7] concludes showing that this test works for every to prove and we will not attempt to hint at the proof here. A sequence of results the line through {u,v}(u,v) with slope l = l_{u,v}, be the parameterized set of points \{l_{u,v}(t)|t \in F\}. It is immediate that for any polynomial P : F^m \rightarrow F of degree at most and a line l = l_{u,v}, the function P|_l : F \rightarrow F given by P|_l(t) = P(l_{u,v}(t)) is a univariate polynomial of degree at most d. Based on this observation a low-degree test was proposed in [37]: “Pick u, v uniformly and independently at random from F^m and verify that the points \{(t,Q(l_{u,v}(t))|t \in F\} are described by a univariate polynomial of degree at most d.” It is clear that the tester makes |F| queries to the oracle for Q and accepts all degree d polynomials. The “converse” is harder to prove and we will not attempt to hint at the proof here. A sequence of results [37, 6, 5, 36, 7] concludes showing that this test works for every \epsilon < \delta < 1, provided |F| is polynomially larger that d/(1 − \epsilon).

We are still not done, since the low-degree test does not guarantee that the oracle Q is always equal to a low-degree polynomial, but only close to one. To patch this problem, we again resort to the error-correcting nature of polynomials; by using a probabilistic (and highly-efficient) error-correcting algorithm C for low-degree polynomials, due to [11]. C will have oracle access to some function Q : F^w \rightarrow F and behave as follows on input u \in F^w: If Q is a degree d polynomial, it will return Q(u). If Q is \epsilon-close to a degree d polynomial P, it will return P(u) or “error” with high probability (over its internal coin tosses). Again C uses the property of lines in F^m. “Given \bar{a} \in F^w C picks at random \bar{v} \in F^w and considers the function q(t) = Q|_{\bar{a},\bar{v}}(t). If q is a polynomial in t of degree at most d, then outputs q(0) else outputs error.” A simple probabilistic argument shows that C has the desired properties for every \epsilon < 1, provided F is large enough.

We are now ready to specify the complete PCP verifier for verifying \phi \in 3-SAT. The verifier has access to the oracles f_0, . . . , f_{m'}+1. It performs a low-
degree test on every oracle $f_i, i \in \{0, \ldots, m + 1\}$. If all low-degree tests pass, it then picks a random $u \in F^m$ and verifies that for every $i$ that the oracles $C_{f_i^{m+1}}$ satisfies the appropriate rule (1 or 2) w.r.t $C_{f_i}$. (Notice that we are now working with the oracles $C_{f_i}$ rather than $f_i$. This is the right choice, since $C_{f_i}$ is a polynomial — not merely close to one.) Finally it checks that $C_{f_{m+1}}(u) = 0$. If all checks pass, then it accepts the proof, else it rejects the proof. Thus for the choices of $m, |F|$ etc. as made above, the construction yields a verifier making a total of $O(\log^c n)$ queries to all the oracles, for some absolute constant $c$. A formalization of the arguments above yields (modulo the analysis of the low-degree test) that the verifier accepts incorrect proofs with probability $o(1)$, as $n \to \infty$. Thus we conclude:

**Theorem 2** $NP \subseteq PCP(O(\log n), \log^c n)$.

**Notes** The result from Theorem 2 is essentially due to [8, 9], though the randomness efficiency was not reduced to $O(\log n)$ until the work of [6]. To get the full effect of Theorem 1 a number of new ideas are required. A central theme is a paradigm to compose proof systems, developed by [6]. In addition [5] present two new PCP constructions to prove Theorem 1. The interested reader may read the original papers for further details. Additional details may be found in [1, 38].

Subsequently there has been a significant amount of work improving the constant $q$ of Theorem 1. This quest was initiated in [13] and further pursued in [20, 14, 35, 12]. Recently, a surprisingly sharp result, essentially showing $q = 3$, has been obtained by [27] (see also [23] for a variant of this result). This work introduces novel techniques to analyze the soundness of verifiers and while the result does rely on some prior work, may be read completely independently.

The consequences to optimization problems have also improved significantly since the initial works of [19, 5]. In particular, a number of new optimization problems have been related to PCPs and sharp results obtained in [33, 3, 21, 18, 26, 39]. Detailed surveys of such connections are available in [4, 17]. The connections have also motivated some new systematic study of combinatorial optimization problems — see [16, 31, 30].

The renewed interest in the approximability of optimization problems has also resulted, surprisingly, in a new spurt in algorithmic results. Particularly striking results in this direction are [24, 2]. Some of these algorithmic results, in particular [28, 40], are needed to analyze the tightness of the new PCP constructions of [27].
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